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Introduction

The guidelines provided in this document describe the capabilities of Global Positioning System (GPS) data as they relate to transportation planning and specifically to improving the understanding of personal travel behavior. This guidance is intended for transportation planners and researchers who are considering the use of GPS data for travel behavior analysis and would like to jump-start their efforts with the foundational knowledge and recommendations described in this research. As part of this guidance, examples of successful GPS data processing techniques and information on key processing and analysis issues are provided. These steps can be followed regardless of the GPS data source (i.e., travel survey, other field data collection, or data purchased from a third party).

It should be noted that this document is not intended to be used as a step-by-step manual. Instead, it has been developed to facilitate the use of GPS data for transportation planning purposes in an ever-changing environment where new technologies, techniques, and data products are constantly being introduced. Figure 1 depicts the organization of topics that are included in this guidance document.

The creation of this guidance document follows the completion of two core tasks: (1) a comprehensive literature review and industry assessment, and (2) testing and implementation of the most promising GPS data processing techniques; details of these tasks can be found in Volume I of this report. These first two tasks provided in-depth analyses and assessments that are briefly referenced here; readers interested in more background information and details of the testing methods and findings should refer to Volume I. Furthermore, GPS technology, data availability, and recommended uses are highly dynamic topics. To counter this and ensure that this guidance maintains relevance, the discussion contained herein targets key concepts, techniques, and findings that are not tied to specific GPS data or specific products.
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**Figure 1. Guidance document organization and topic areas.**
The Global Positioning System was designed by the U.S. Department of Defense in the 1970s as a navigation aid for the U.S. military; it became fully operational in 1995. Nonmilitary and consumer uses of GPS were envisioned from the start. Beginning with a 1996 trial of GPS data collection for transportation planning uses sponsored by the FHWA in Lexington, Kentucky (Battelle Memorial Institute 1997), the use of GPS technology has become increasingly widespread within the transportation field. This can be credited to ever-increasing computer power and storage capacity and the ensuing proofs of concept using GPS data to advance a range of research topics, including travel behavior, route choice, destination choice, and travel speed. A GPS approach for transportation planning data needs offers the benefits of highly precise location, time, and speed data obtained via passive and objective methods.

The promise of these benefits has allowed researchers and practitioners in transportation planning to explore and implement a wide array of practical applications. Of particular interest to travel behavior researchers are GPS applications in traditional household travel surveys (HTSs) and the potential uses of consumer-based travel behavior data products. Other transportation planning areas, such as congestion management, freight/goods movement, real-time traffic information, and asset management, have also used GPS in some manner but are not discussed in detail in this report.

The use of GPS data in transportation research is an increasingly important tool in a researcher’s toolkit. Survey tasks that were once accomplished with pencil and paper are now done passively and accurately through the use of GPS technology and systematic data management practices. As this knowledge is passed on to practitioners and they experiment with this technology for the first time, it is important to be familiar with its accepted uses, limitations, and pitfalls. An overview of some of the more promising transportation planning application areas is presented next to provide context for the following guidance provided on GPS data sources and processing methods. Readers interested in more details of these application areas should refer to Volume I. In addition, researchers curious about how GPS works should refer to “Defining GPS and GPS Capabilities” (Wolf 2004).

The next sections address the following topics:

- **Household Travel Surveys**: Reviews the roles of GPS in modern household travel surveys
- **Transportation Models**: Describes the various roles of GPS data in transportation model development and validation
Household Travel Surveys

In household travel surveys, which are typically conducted as two-stage surveys with socio-demographic data collected first and detailed travel behavior reported next, GPS data collection helps minimize the burden participants experience when reporting their travel. It is a commonly observed outcome of surveys using handwritten travel diaries that response rates are inversely related to respondent burden (National Research Center Inc. 2007). Automating much of the process of reporting travel through the use of passive GPS data collection (initially made possible by GPS data loggers) makes completion of the travel survey more likely, more accurate and complete, and, potentially, cheaper through the use of alternate GPS technologies already in use (including smartphones) by targeted populations and the benefits of multiday data to possibly reduce required sample sizes.

In addition to the information directly recorded in the GPS data set (e.g., start and end time of each trip and location coordinates for each trip start, end, and route), it is possible in some cases to infer other trip details such as travel mode and trip purpose. If GPS data from multiple members of the household are available, it becomes possible to infer partial and full joint trips. It is also possible to better understand resource allocations in the household (e.g., who will take the car). Guidelines for processing GPS data to obtain these travel behavior details are provided in this document.

The list that follows provides a summary of reported advantages that GPS data collection offers within the context of household travel surveys:

- Minimizes respondent burden via passive data collection and imputation methods.
- Increases the likelihood that respondent will fully complete the survey.
- Enhances the spatial and temporal accuracy of the travel behavior data collected.
- Supports derivation or imputation of travel attributes, including travel mode, route, activity location, trip and activity durations, and trip purpose for all trips captured.
- Allows for identification of partial and full joint trips.
- Has the potential to reduce required sample size by capturing multiday travel data.

There are several good examples of household travel surveys conducted around the world that have implemented GPS data collection methods. Volume I of this report discusses these studies, and their trends over time, in more detail. Transportation planners and researchers are encouraged to review Volume I as well as project reports and publications from the following applied studies:

- The 1996 FHWA Lexington Pilot Study: this is the landmark study for considering GPS use in travel surveys.
- The Denver, Atlanta, and California statewide travel surveys (2008–2012): these studies are examples of large-scale surveys that have a GPS subsample paired with a standard diary survey.
• The New York City (New York, New Jersey, and Connecticut) Regional Travel Survey (2010–2012): This survey of more than 19,000 households included a 10% GPS-based prompted-recall sample.
• The Jerusalem, Israel, Travel Habits Survey (conducted in 2010) used a GPS-based prompted-recall approach conducted via face-to-face interviews for 100% of more than 8,000 households that participated.
• The Ohio approach to GPS-based household travel surveys: In 2009 and 2012, Ohio implemented two large-scale, GPS-only household travel surveys. These surveys, conducted in Cincinnati and Cleveland, included a large GPS-only subsample that used GPS data loggers as the only means for reporting travel.

There is also a growing interest in gathering GPS-based travel survey information by utilizing the GPS equipment that many people already carry in the form of smartphones or navigation devices. Planners and researchers interested in the approach should review the CycleTracks app and its success in gathering bicycle data. The project and application were developed by the San Francisco Transportation Authority and have been used as a model for several similar or developing applications. Volume I of the report contains more details on this evolving research area.

**Modeling Support**

The decision-making demands on applied transportation models are requiring an ever-increasing level of complexity to estimate transportation policy impacts beyond capacity expansion (Cambridge Systematics et al. 2012). The increasing complexity of models and their planning roles require higher-quality data to identify travel behavior and transportation system existing conditions. GPS technology has been targeted as an important tool for collecting the quality data needed in today’s models. Over the last decade, the following uses of GPS data have been applied in transportation planning model development:

• Generating trip rate correction factors.
• Identifying activity schedules.
• Exploring activity interactions within a household and within larger social networks.
• Identifying activity locations.
• Identifying route choice and mode choice preferences.
• Exploring variability and pattern formation in activity-travel patterns.
• Identifying baseline network roads and conditions.
• Evaluating bike/pedestrian travel behavior.
• Validating travel demand models.
• Identifying trip purpose and activity type.

These listed roles for GPS data in modeling support have varying degrees of successful application, and readers should review Volume I for more details. In addition to GPS data collected as part of a travel survey or probe vehicle study, many transportation modeling efforts are using or evaluating data collected from various consumer devices and sold as third-party data products. In 2011, 15 state departments of transportation (DOTs) were using private data to supplement their needs, including data from the providers INRIX, SpeedInfo, and NAVTEQ (TTI and Lee Engineering 2011). Furthermore, GPS probe vehicles offer real-time information on flows and speeds, but without the user information needed for many forms of behavior modeling. Finally, while not a GPS-based solution, cell phone triangulation methods for location determination have also been used to capture population movement patterns; private firms market this type of data to state DOTs and regional planning agencies as both a primary source of travel behavior data and as supplemental data that can be used to validate travel demand model outputs.
The intrinsic capabilities of GPS data (i.e., detailed spatial and temporal traces of individuals or vehicles) allow for research into travel behavior beyond the applied uses mentioned previously. The following examples highlight potential research-level efforts that could be pursued to enhance or improve the understanding of travel behavior as applied in transportation models:

- Analysis of visitor/tourist travel behavior.
- Evaluation of commercial vehicle and/or taxi vehicle activity patterns.
- Statistical analysis of GPS traces for overall trends and motivations.
- Identification of overall travel preferences of participants.
- Comparison of routes against a labeled choice set for visited origin–destination pairs.

There are a number of resources available to planners and researchers that discuss the application of GPS in transportation models; these are provided in Volume I. Many potential applications have yet to be documented in an applied setting but can be found in several research efforts. The following sections highlight two select opportunities.

**Activity and Trip End Locations**

For any travel model, whether a four-step or activity-based model (ABM), a trip record with unknown or incorrect destination location(s) is unusable for most sub-models. Rounding and other errors in trip departure and arrival times are less critical for four-step models since they operate with broad 3- to 4-hour time periods. However, advanced ABMs are extremely sensitive to both spatial and temporal inconsistencies. They operate with tours rather than trips, and having a data item missing on one of the trips frequently results in discarding the entire tour. Differences between travel-diary–based and GPS-based travel time data and how they compare with modeled estimates based on the same origin–destination pairs were analyzed by GeoStats for the three regions in California that participated in the GPS component of the 2001 state-wide travel survey (Wolf, Oliveira, and Thompson 2003). This analysis revealed that diary-based reporting tends to significantly overestimate travel times when compared with GPS-derived trips and modeled travel times.

GPS technology can be used to ensure a consistent daily chain of trips and activities for a person because both the spatial and temporal aspects are present in the GPS stream with a high level of detail for routes and modes. In particular, for auto trips, such data as toll facilities or managed lanes used on the trip can be automatically retrieved. For transit trips, the GPS stream provides information about the sequence of all access and transit line segments (including exact boarding, alighting, and transfer points). The GPS stream also clearly identifies the parking location for both auto and transit trips with auto access or egress. Rail transit trips can be captured at the points where travelers enter and exit aboveground stations. Underground connections are not captured explicitly but can sometimes be inferred by analyzing transit schedule data.

Guidance regarding methods for capturing these trip details can be found in the section of this report titled “Processing GPS Data.”

**Baseline Model Speeds**

Baseline model speeds have historically been developed from tables that identify free-flow speeds based on road characteristics (classification, number of lanes, land use, access control, etc.). With GPS data available from either probe vehicle studies or from GPS-based household travel surveys, planners have access to observed speed data for those roads covered in their data stream. Further, advances in data quantity and quality by private companies now allow historical travel data to be mined for speed information. Users of these data can either update the look-up
tables that are used in the current models or build new tables with link- or route-specific speed values. The biggest technical challenge to either approach is building a database connection between the GPS points and the digital model network (map matching). Or, if using data purchased from a data vendor, the challenge is matching a link-based data product that uses different digital road networks. Both of these issues are discussed later in this guidance document.

In Denver, researchers used the GPS-based household travel survey data (437 households) to build free-flow and congested speed matrices by model link classification and area type (Bachman et al. 2012). Similarly, in Atlanta, researchers generated day of the week and road classification tables of congestion and speed. In both of these efforts, the GPS-based household travel survey data were used and resulted in adequate sample sizes to support aggregations of link class and area type speeds. The predominant trend with most modeling efforts is to rely on aggregate historical data from a traffic data provider due to cost, comprehensiveness, and availability. An interesting point of difference between the two approaches is that GPS from a household travel survey is based on a sample of the residents of the study area, while purchased link-based data may be a composite of fleet, commercial, and personal vehicles that traveled a segment.

**Other Research or Application Areas**

Good-quality GPS travel data can offer transportation planners and researchers a source of data for assessing several other travel behavior and related goals. Evaluating vehicle activity for emissions analysis or reviewing transit system operating performance can be accomplished through an analysis of GPS trace data. These examples and a long list of other possibilities require access to the data, an understanding of the data quality, and the technical capability to process the data into the summary information needed. Some selected travel-behavior–related application areas are:

- Vehicle emissions research,
- Physical activity/health research,
- Road pricing and user fees research,
- Transit ridership analysis, and
- Evaluation of traffic congestion.

For example, investigations at Georgia Tech used GPS data collected from a fleet of 480 buses from the Cobb County School District to analyze the locations, durations, and conditions of bus idling. Through the use of the MOVES emissions model, the researchers were able to quantify those emissions, as well as the emissions and fuel savings that could be had by eliminating the idling periods. The team also developed a new warning system to alert bus drivers to such events (Xu et al. 2013).

The level of environmental impact on the air produced by automobile emissions is dependent on automobile speed and traffic flow. With a large enough sample size, GPS data can be used as floating car data to establish needed speeds for analysis. A Tongji University study used data from the city of Shanghai’s vast taxi fleet, 29,100 vehicles equipped with GPS devices (8% to 15% of daytime traffic flow), for their calculations. When combined with point emissions data from local sensors, the collected information was used to develop emission factors to allow the MOVES emissions simulator to account for a Chinese fleet in place of the model’s American vehicular fleet assumptions (Liu, Wang, and Chen 2013).

In another instance, GPS-equipped floating cars have also been used to help diagnose traffic congestion issues. European researchers used a massive GPS data set collected by a Dutch-based location-based services company from their in-vehicle mapping software. The data include over
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a trillion measurements across the European Union. A methodology was proposed that quantified and made clearer the delay experienced by EU drivers during the peak period and overall. The highest levels of delay per kilometer during the 1-hour peak period were determined to be in the UK and the Benelux countries. While this study was conducted at a multinational level, the methodology could also be applied on an urban level (Christidis and Rivas 2013).

Furthermore, GPS data can be used to analyze the circumstances and frequency of unexpected delay. Analysts can investigate the GPS traces for outlier delay events and analyze their origins and locations. In such analyses, the GPS trace data may offer speed profiles of relevant corridors and comparison between similar circumstances on consecutive days.

Sources of GPS Data

Generally speaking, there are two categories of data—primary data collection (i.e., surveys) and third-party data. At this time, the options for purchasing third-party data are very limited. However, technology trends suggest that this may be a viable option at some point in the future. Given the theoretical understanding of the basic characteristics of third-party data, a table of logical tradeoffs on key factors and influencing variables is provided in Table 1. It should be noted that the logical advantages of third-party data listed in Table 1 are not weighted, and they can be severely limited by fatal flaws of data availability, accuracy, validation, and bias.

Table 1. Factors to consider when deciding to collect or purchase GPS data.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Primary Data Collection</th>
<th>Third-Party Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost and influencing variables</td>
<td>Likely Higher Cost</td>
<td>Likely Lower Cost</td>
</tr>
<tr>
<td></td>
<td>Sample size (number of participants, number of devices)</td>
<td>Sample size (number of data points)</td>
</tr>
<tr>
<td></td>
<td>Response rates</td>
<td>Geographic coverage</td>
</tr>
<tr>
<td></td>
<td>Deployment period</td>
<td>Spatial and granularity</td>
</tr>
<tr>
<td></td>
<td>Languages supported</td>
<td>Temporal span</td>
</tr>
<tr>
<td></td>
<td>Incentive amounts</td>
<td>Variables reported</td>
</tr>
<tr>
<td>Ease of data acquisition</td>
<td>More Labor Intensive</td>
<td>Less Labor Intensive</td>
</tr>
<tr>
<td></td>
<td>Requires experience in project management, field data collection management, and computer programming</td>
<td>Purchase</td>
</tr>
<tr>
<td></td>
<td>Requires substantial labor for deployment staff</td>
<td></td>
</tr>
<tr>
<td>Ease of data processing</td>
<td>More Intensive</td>
<td>Less Intensive</td>
</tr>
<tr>
<td></td>
<td>Intimate knowledge of when, where, and how the data were collected</td>
<td>Unknown; substantial probing and guesswork required to determine the extent of processing that is necessary</td>
</tr>
<tr>
<td></td>
<td>Reduced uncertainty as to what processing steps need to be taken</td>
<td></td>
</tr>
<tr>
<td>Usability of data</td>
<td>More Certain</td>
<td>Less Certain</td>
</tr>
<tr>
<td></td>
<td>Biases are known</td>
<td>Limited knowledge of when, where, and how the data were collected</td>
</tr>
<tr>
<td></td>
<td>Can collect demographic characteristics of persons and households</td>
<td>Little to no knowledge of how data were treated/processed/weighted before they were delivered to the client</td>
</tr>
<tr>
<td></td>
<td>Wider array of travel behavior data can be collected</td>
<td>Biases are unknown or have to be uncovered through investigation</td>
</tr>
<tr>
<td></td>
<td>Sample size requirements can be monitored to ensure statistical significance</td>
<td></td>
</tr>
</tbody>
</table>
GPS data that can be processed and analyzed to glean personal travel behavior information can be obtained from several sources, including travel surveys and third-party data sources. Data can be collected in a systematic and statistically based method from a sample of a larger population. The most common survey to collect GPS data within the transportation planning field has been HTSs, which were described in previous sections and are the focus of much of this research. Probe vehicle studies are also used to sample operational data from transportation systems. Probe vehicle studies require researchers to develop structured sampling plans and to collect detailed data, frequently from a GPS device, along targeted routes at specific times of day. Other surveys that collect travel information from a recruited sample are health studies that use GPS devices and accelerometers to passively collect details of travel and physical activity.

Consumer product data sources include passive GPS or cell phone data collected from devices purchased by consumers, such as mobile phones and personal navigation devices (PNDs), where the intended device use was not travel survey participation or data collection but rather some other purpose (such as obtaining route guidance or traffic conditions, or social networking). These GPS (or cell phone location) data are collected by third parties, typically the device provider or communication network provider, and then processed, repurposed, and repackaged into new data products sold to other markets such as traffic information providers or transportation planners.

GPS or location data can also be collected by other means, such as in transit surveys and from transit automated vehicle location (AVL) systems. These data sources are more specialized than the first two categories and represent small portions of transportation system users (whether as individuals or fleets). Regardless, GPS and location technologies can assist researchers with targeted behavioral analysis.

The rest of these guidelines focus on the first two sources (data collected from surveys and data collected from consumer devices) given their potential coverage of broad population and their focus on personal travel. For each of these two sources, an overview will be provided on how the GPS data are collected, what data are typically available for other uses or users, and the range of costs associated with obtaining these data. A separate discussion related to privacy and confidentiality considerations with these data sources is presented in the last section of this guidance document.
This section discusses the hardware, data fields, and other specifics related to GPS-based household travel surveys:

**GPS Hardware**
Describes hardware considerations for selecting a GPS product

**GPS Data Fields**
Describes the various GPS data logging attributes and fields commonly found in GPS data files

**Contents of HTS GPS Files**
Describes the files typically found within data sets collected as part of a household travel survey

**Costs for Collecting HTS GPS Data**
Describes basic costs and considerations for conducting a GPS-based household travel survey

As mentioned previously, GPS data collection methods have been introduced in surveys as a means to obtain detailed travel behavior information from study participants. The most relevant survey using this method for transportation planning purposes is the household travel survey, which is typically conducted for regional or state planning agencies to collect detailed socio-demographic and travel information for use as inputs to travel demand models. A statistically based sampling plan is implemented within these surveys to ensure that a representative sample of households is obtained that can be expanded to the larger regional or statewide population. To encourage participation and to compensate for the burden associated with household travel surveys, many travel surveys offer participants some sort of monetary incentive for completing the survey process.

There are several approaches for using GPS methods in HTSs, including using GPS data collection in tandem with traditional diary methods for a subsample of survey households to estimate underreporting in the larger sample and the use of GPS data collection to replace diary-based travel reporting. There are numerous publications detailing various aspects of these approaches, and readers are encouraged to refer to Volume I of this report for a complete synthesis of methods and references.
Regardless of the approach implemented, the basic GPS methodology is to provide each adult in the household with a wearable GPS data logger to collect second-by-second GPS data for a pre-assigned period of time (typically 3 to 7 days). In surveys that are focused more on personal vehicle travel than multimodal or nonmotorized travel, GPS data loggers that remain in each household vehicle may be provided instead of wearable data loggers. Most recently, researchers have been evaluating the use of GPS data logging apps on smartphones to replace the use of stand-alone data loggers for some participants in travel surveys.

Public agencies considering conducting an HTS with GPS methods should understand the range of approaches available as well as the advantages and disadvantages of each approach (also covered in Volume I). In addition, it would be beneficial to have a basic understanding of the desired features of GPS data loggers, the software that can be used to configure and download the data, and methods for cleaning and processing the data. Some basic guidance on these items is presented next.

**GPS Hardware**

There are a plethora of GPS devices on the market today, ranging from data loggers and personal navigation devices to GPS-enabled smartphones. GPS data loggers have been the most commonly used devices in HTSs over the past 15 years and have been used for many large-scale GPS-enhanced or GPS-based travel surveys over the past 6 to 8 years. Figure 2 shows three data loggers used to conduct GPS-enhanced household travel surveys in the United States during the past 4 to 5 years, including the most recent household travel surveys conducted for Atlanta, Charlotte, Cleveland, Minneapolis/St. Paul, Philadelphia, and numerous regions across Texas, as well as statewide surveys conducted in California and Massachusetts.

It is worthwhile to note that GPS data loggers without wireless communication capabilities raise fewer data security concerns for both participants and clients than do devices that can capture and transfer position information in real time (such as smartphones).

**Guidelines for Identifying GPS Hardware Needs**

Beyond consideration of privacy impacts of real-time tracking enabled by wireless communications, survey firms and researchers should consider the factors listed in Table 2 when evaluating GPS loggers for use in an HTS. (Note that the first three items listed are covered in

*Figure 2. Example of GPS device used in recent household travel surveys.*
### Table 2. GPS hardware considerations.

<table>
<thead>
<tr>
<th>Operational Factor</th>
<th>Factor Description and Guidelines for Device Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data accuracy</td>
<td>GPS device must be able to collect accurate locations.</td>
</tr>
<tr>
<td></td>
<td>- More accurate data means less cleaning later on.</td>
</tr>
<tr>
<td></td>
<td>- Desired range is from 2 m to 5 m.</td>
</tr>
<tr>
<td>Time to first fix</td>
<td>Time delay after satellite signal loss until the device can determine location; relevant after short or long loss of satellite signal reception (hot starts and cold starts that follow power loss or satellite line-of-sight blockage).</td>
</tr>
<tr>
<td>Positional data quality parameters</td>
<td>Variables such as horizontal dilution of precision (HDOP) and number of satellites can be leveraged when cleaning the data.</td>
</tr>
<tr>
<td></td>
<td>- HDOP should be in the range of 0 to 4.</td>
</tr>
<tr>
<td></td>
<td>- Number of satellites ≥3.</td>
</tr>
<tr>
<td>Battery life</td>
<td>The longer the battery life, the more data can be collected.</td>
</tr>
<tr>
<td></td>
<td>- To avoid data loss, battery should support at least one full day of travel activity without the need for recharging.</td>
</tr>
<tr>
<td>Storage capacity</td>
<td>Memory is cheap, but redeploying devices is expensive.</td>
</tr>
<tr>
<td></td>
<td>- Must have enough storage for the full deployment period based on logging rules and frequency.</td>
</tr>
<tr>
<td></td>
<td>- In most cases, only records that identify movement need to be captured (i.e., select logging rules that avoid capturing stationary or zero-speed points).</td>
</tr>
<tr>
<td></td>
<td>- The total needed storage capacity can then be estimated by multiplying the number of bytes required to store each point record by the average expected time of movement per day (in seconds) and the length of the deployment period (in days); this total can then be divided by the logging interval in seconds.</td>
</tr>
<tr>
<td></td>
<td>- Some devices may use compression algorithms to support additional storage capacity.</td>
</tr>
<tr>
<td></td>
<td>- Capacity to store at least 50,000 points should meet the needs of most week-long studies if zero-speed or no-travel points are not logged.</td>
</tr>
<tr>
<td>Cost</td>
<td>Costs are often amortized by the survey firm over several survey efforts, with lease rates calculated to cover device and accessory costs, testing, inventorying, maintenance, and losses over multiple studies.</td>
</tr>
<tr>
<td></td>
<td>- Commercial devices range from $40 to $200, based on vendor and features supported.</td>
</tr>
<tr>
<td>Ease of and time to recharge</td>
<td>For multiday deployment periods, participants recharge each device provided nightly.</td>
</tr>
<tr>
<td></td>
<td>- Recharge time should fit within this window.</td>
</tr>
<tr>
<td></td>
<td>- Recharge should be straightforward and relatively easy to perform by participants.</td>
</tr>
<tr>
<td>Ease of use</td>
<td>Address such questions as:</td>
</tr>
<tr>
<td></td>
<td>- Is it easy to tell if the device is working?</td>
</tr>
<tr>
<td></td>
<td>- Is it easy to keep device powered on?</td>
</tr>
<tr>
<td></td>
<td>- Is it easy to wear or carry the device?</td>
</tr>
<tr>
<td>Form factor, size, and weight</td>
<td>Devices should be relatively unobtrusive or else respondents may be reluctant to carry or wear them.</td>
</tr>
<tr>
<td></td>
<td>- Review GPS data loggers available from survey specialists or online, obtain a few from different vendors or manufacturers, and try to use and wear the device as a survey participant would be instructed to do.</td>
</tr>
<tr>
<td>Ease of and time to upload data</td>
<td>Travel surveys often have aggressive schedules.</td>
</tr>
<tr>
<td></td>
<td>- Ability to download the data quickly and easily is paramount.</td>
</tr>
<tr>
<td>Other features</td>
<td>Although these may be appealing for certain uses, each feature should be evaluated with respect to its advantages and disadvantages for use in a travel survey.</td>
</tr>
<tr>
<td></td>
<td>- Bluetooth capability can reduce data transfer time via wireless transmission but may significantly reduce battery life for logging location data.</td>
</tr>
</tbody>
</table>
GPS Data Logging Attributes

The following provides more background on some of the most important GPS data logging attributes.

Data Accuracy

Most GPS chips used in GPS data loggers, personal navigation devices, and mobile phones contain the latest GPS technology that provides location accuracy within 2 m to 5 m when a clear sky view is available. This level of accuracy is sufficient for identifying trip ends and travel characteristics, as in a travel behavior survey application, when points are logged at reasonable time intervals.

When a sky view is not available, GPS points may not be logged, or if they are logged, there may be some inaccuracy in the location calculation. This is typically caused by multipath errors that occur when GPS satellite signals bounce off buildings or other obstructions on their way to the GPS receiver. Although firmware on receivers has improved and can filter some of this noise, a minimum amount of post-processing cleaning is still necessary. Specific guidelines for assessing and cleaning GPS point data are included later in this document.

GPS Recording Interval

For surveys capturing up to 5 or 6 days of travel, a recording interval of one GPS point every 3 s to 5 s is adequate. For surveys collecting a week or more of travel, longer intervals (e.g., less frequent recording to reduce the amount of data written to the device) may be necessary due to storage capacity constraints; however, lower data frequencies may affect the performance of automated travel mode identification methods. Further consideration should be given to recording intervals required for secondary uses of GPS data, including calculations of acceleration or for drive train analysis.

GPS Device Configuration and Download Software

Many of the features included in software provided with off-the-shelf GPS data loggers may not be useful to transportation researchers (e.g., photo tagging, Google maps interface), and some of the default features (such as automatic track assignments) may make using the software cumbersome or challenging. Other features that would be useful to researchers may not be accessible with out-of-the-box software. Therefore, it is important not only to test the devices themselves but also to test the software provided with the devices for configuration options and download parameters. Often, the development of custom configuration and download tools is very helpful, if not necessary, for large-scale survey efforts. However, creating such tools can be technically difficult and can only happen if the manufacturer provides an application programming interface or documentation on the protocols used for communicating with, controlling, and transferring data from their devices. (Most GPS loggers use serial communications over USBs.) If researchers want to use the manufacturer-provided off-the-shelf software, they should be certain to choose a device that allows controlling the logging frequency, speed screen rules, and recorded variables and units.
Importing and Processing GPS Data

Loading GPS data into a project database is dependent on the software used to download the data, or more specifically the data format output from the software. Ideally, the software will allow for the data to be downloaded in multiple formats, including comma-separated values or text files that are standardized so the data can be quickly reviewed for compliance and completeness and that put the date/time and coordinate information in a standardized format. When this is the case, the data can then be quickly imported into a database for viewing in a number of different software packages. Once the raw data are downloaded and imported into a project database, data processing is necessary to compile point data into trips that can be used as needed in the overall survey design. Procedures for cleaning and processing GPS point data, for identifying trip ends, and for imputing missing trip details and socio-demographic characteristics (when not available) are provided later in this document.

Contents of HTS GPS Data Files

GPS data collected in household travel surveys typically start as raw GPS trace data with a row for each point captured. Most GPS data loggers pull only the essential variables that are output from GPS receivers: date, time, latitude, longitude, heading, speed, altitude, horizontal dilution of precision (HDOP, an accuracy measure of GPS satellite geometry), and the number of GPS satellites in view.

These point files (each file containing all GPS points collected by a GPS-instrumented survey participant or vehicle) are typically imported into the project database and then processed into trips and trip details. If the GPS component design is to compare these GPS trips with travel-log–based reported trips, then an attempt will be made to match these GPS and log-based trips (most likely through a combination of automated and manual methods), with the results saved for use in creating trip rate correction factors.

How GPS data are delivered is largely client dependent. Many clients prefer to have the processed GPS data as well as some level of raw GPS data delivered. A fully processed GPS data deliverable is most commonly provided in an Access database or a statistical software format such as an SAS file and consists of GPS-based trip details, trip segment details, and point data associated with the trips and trip segments. Identifiers that associate the trip to a household and person, as well as travel mode, are typically included as part of the deliverable. A raw GPS deliverable can include delivery of the GPS data as they were when downloaded, without having filtered any data points that did not represent real travel (noise and poor quality points or points recorded while the participant was at a destination) or that took place outside the prescribed travel date range. Both processed and raw GPS data can be viewed in many software applications, such as Google Maps and Google Earth, a commercial geographic information system (GIS) (e.g., the suites from ESRI, Autodesk, and Bentley), open-source GIS tools (e.g., Quantum GIS, gvSIG, Open Jump), and several statistical packages (e.g., SAS, R, SPSS).

Costs of GPS-Based Household Travel Survey Data Sets

The costs of obtaining an HTS data set do not have to be tied to actually conducting an HTS. However, most practitioners interested in the potential of using GPS data to replace travel surveys think of these two items as one and the same. Therefore, this section will start with an overview of the cost factors in a household travel survey. The costs of adding a GPS component to a traditional diary HTS or conducting an HTS as a GPS-based survey are highly dependent
on a range of HTS design parameters. The following list provides a summary of the main HTS design parameters that will affect the cost of implementing a GPS-based component.

- Sample sizes of the pilot and main survey.
- Length of the field data collection period for pilot and main survey.
- Languages to be supported.
- Anticipated response rates.
- Incentive amounts.
- Number of days of GPS data collection per household (deployment period).

Due to the number of variables as well as the interdependencies between variables that affect cost, firms that specialize in these types of surveys are reluctant to provide price quotes in the absence of detailed survey specifications, especially in the cost-per-household rate that most HTS clients prefer. Furthermore (and understandably), there is a reluctance among the survey research firms to share detailed cost information due to the highly competitive market space.

Nevertheless, based on available information for travel surveys conducted over the past decade, a traditional diary-based survey has costs in the range of $150 to $225 per household, with GPS add-ons (which involve adding GPS devices to diary-based methods) adding $200 to $350 per GPS household to the total cost. GPS-based surveys that do not require diary recording and reporting range from $300 to $500 per household. (There have only been two GPS-only surveys conducted in the United States to date, and the costs mentioned here do not factor in the sample size expansion potential when collecting multiday GPS data, which may prove to reduce the cost per equivalent household travel day.) It is suggested that agencies considering these types of surveys contact travel survey research firms directly to obtain price quotes based on their specific survey needs.

It is worth noting that researchers have several options for accessing GPS data sets once a GPS-enhanced or GPS-based HTS is complete. One option is to collaborate with a sponsoring agency of an HTS, with data confidentiality agreements exercised to protect participant confidentiality. Another option is to contact the Transportation Secure Data Center (TSDC). Several years ago, the FHWA collaborated with the National Renewable Energy Laboratory to provide a centralized, secure place to store GPS data sets collected within transportation studies. Consequently, the TSDC was established to allow researchers to analyze GPS data collected in travel surveys in a secure environment that protects the privacy of the individual study participants. Interested researchers are required to complete an application explaining the intended research and use of GPS data; once the application is approved, there are no costs for accessing and analyzing these data sets. Not every GPS data set collected in an HTS has been submitted to the TSDC, although efforts are well underway to increase its inventory. More information about this center can be found at http://www.nrel.gov/tsdc.
Third-Party Travel Data

Third-party travel data are data that have been archived by a private company and are available for purchase. These data are generated from historical traces or real-time feeds of travel information generated by consumer products such as cell phones, smartphone apps, and telematics devices. These sources are becoming more widely available to travel behavior researchers, and this section provides some guidelines and instruction for those considering a third-party data source.

<table>
<thead>
<tr>
<th>Link-Based Data Products</th>
<th>Describes data that can be purchased for roads or road segments in a study area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Point-Based Data Products</td>
<td>Describes GPS data that can be purchased from private companies</td>
</tr>
<tr>
<td>Cellular-Phone-Generated Data Products</td>
<td>Describes cellular-based data products</td>
</tr>
<tr>
<td>Third-Party Data File Contents</td>
<td>Describes the common contents of data files from private companies</td>
</tr>
</tbody>
</table>

Over the past decade, consumers have purchased personal devices such as smartphones and personal navigation devices at an astonishing rate. Each of these devices is capable of capturing detailed location, time, and speed information at regular and frequent intervals. Providers of these devices (or of the wireless communication networks that support real-time information access or exchange with these devices) have capitalized on the massive quantity of location data available from these consumer bases. Consequently, private firms have collected these crowd-sourced data, processed the data into new data products (essentially repurposing the data), and have been marketing these products to industries such as traffic information and transportation planning.

Unlike GPS data collected for travel surveys, which involve active data collection efforts and are not purchased from a private entity, link-based data products, processed GPS data, and cell-phone–based location data are available for purchase from a variety of private companies.
The specific products available at any given point in time are variable and seemingly increase in their capability for supporting personal travel behavior research. However, the value of these data for research is mixed due to the fact that there are market-driven and public-policy–driven needs to protect the privacy of the original data source (i.e., individual users of phones or PNDs). Companies that sell data like this must protect the privacy of their raw data sources to ensure the data’s future availability. This need for privacy protection runs counter to the needs of travel behavior research, which prefers full detailed traces on where and when these individuals travel. Despite this limiting factor, there are products available that are targeted toward transportation planners. New or improved products will likely be available over time.

Given that these data products come from private companies that do not share processing details and are constantly changing or improving their data offerings, this guidance cannot discuss specific products or detailed processing techniques for use with specific products. Instead, this discussion categorizes known product categories and discusses key elements of interest that define their usefulness. The processing and planning application techniques described in previous sections may not apply to consumer-data–based solutions since the quality and characteristics of these data are highly variable. Users of these data sources will have to apply good judgment and use this guidance as a starting point for a decision and plan to purchase and use data from a private company.

**Link-Based Data Products**

Link-based data products are databases that can be purchased and for which raw information has been aggregated to road segments (as opposed to GPS points or sensor locations). Almost all link-based data products that are currently available originate from efforts by private companies to build real-time traffic solutions. The real-time traffic market promised significant revenue for those companies that could deliver reliable data in real time or near real time. As part of the original planning and growth of real-time traffic solutions, communication and location-referencing standards [i.e., radio data system–traffic message channel (RDS-TMC), Alert-C] were created and universally accepted by data gatherers, providers, and broadcasters. These standards dictate how speed and other traffic information are spatially referenced and communicated in low-bandwidth solutions consistent with in-vehicle data consumption scenarios. These standards do not conflict with potential application for transportation planning but result in data definitions and terminology that are not standard in the transportation planning community. Further, procedures used for processing raw GPS data from fleet vehicles and personal vehicles in these products were targeted specifically for the real-time traffic market.

The resulting data products, available for purchase by transportation planners and travel behavior researchers, are link-based speeds reported at some time interval (typically 2 min to 5 min). Over time, these same traffic data were aggregated into historical data products with typical transportation planning time periods (e.g., day of week, hour of day, season) and marketed to transportation planning professionals to support congestion management programs and model development efforts. It should be noted that the FHWA’s National Performance Management Research Data Set is a link-based data set developed from a third-party data set and available to departments of transportation and metropolitan planning organizations. This data set was purchased from Nokia and includes 5-min speed data for TMC segments along all National Highway System roads. While the data have limited travel behavior research capability, they represent a typical link-based data product.

While there has been some effort to change the location-referencing schemes that rely on the RDS-TMC and Alert-C standards, most link-based products use the TMC reference. In this standard, road segments are identified with a TMC code that typically is made up of four concatenated codes to create a unique ID. The four codes are a one-digit country code, a two-digit
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TMC table code (region identifier), a one-digit direction code (indicating positive or negative to identify the correct side of the road), and a five-digit location code (a single point on the road network that is unique for each table). Users of this data will have to translate this location-referencing scheme to their own base road network. Most data providers will assist with this task, and a GIS file with these references can be acquired.

Link-based data products originate from a wide variety of sensors and GPS data sources that can include commercial fleets, taxis, buses, personal vehicles, and delivery vehicles. Early products relied heavily on data from commercial vehicle fleets. In more recent times, data from personal vehicles have been available to these companies and added to the mix of raw data sources. It should also be noted that most companies that generate real-time traffic speed and delay estimates also generate estimates of traffic speeds when raw data are not available. This estimation can be reflected in the aggregated data products and may result in reduced variability metrics.

Given these issues, planners and researchers considering the purchase of link-based travel data are encouraged to:

• Be sure that the fleet makeup of link-based speeds matches their needs.
• Understand that some values may have estimated speed or travel time values as opposed to data generated from actual field observation. Some data products will have identifying information for when these conditions occur.
• Be sure that the raw links (road segments) can be translated into definitions that match internal road definitions. This can be a time-consuming issue if direct translation is not available.
• Be sure that they have some level of understanding regarding the raw sample sizes used to generate the data. Lower-volume roads could have lower sample sizes if the original raw data sources rely on fleet GPS data sources.

**GPS Point-Based Data Products**

Several companies offer raw point-based GPS data products that are arguably more useful than link-based products for personal travel behavior analysis. The sources of these raw trace data are GPS-equipped devices (personal navigation devices, smartphones running embedded applications, embedded GPS devices in vehicles, etc.). There is strong potential for these data products to describe detailed travel behavior (origin–destination, path, trip characteristics, etc.). However, the challenge of protecting the privacy of the raw data sources remains a key complication in the release of useful point-based data products. The market value of providing full-trip or device-based travel details combined with liberal legislation on the use of consumer data may one day ease access. Currently, companies rely on broad license agreements from navigation devices and navigation applications in smartphones to protect and justify the data archiving and repackaging for distribution. However, a sense of caution still permeates the data market as one or two high-profile privacy concern cases can significantly affect public opinion and result in data resell restrictions. This has already happened to some degree with Google and Apple.

There are several techniques used by companies to prevent users from piecing together a full trip trace for a participant. One approach is to provide the raw GPS data in somewhat large time intervals or frequencies (e.g., a point every 5 or 10 min). Device/user IDs are also altered for each interval, making it difficult if not impossible to piece together an individual trip trace. The data are segmented or tagged in this way because these snippets of data can still be used to support the primary markets of real-time traffic.

Additionally, raw data may be cleaned by the provider by removing data points from the first few and last few minutes of a given trip. This prevents users from identifying trip ends and only
allows the on-road travel portion of the data to be available for analysis. A third approach for privacy protection of point data is to eliminate the person or device ID entirely so that all that is available are coordinates and other GPS attributes (e.g., timestamp, speed, heading). This approach prevents someone from extracting any trip details and forces data users to rely on the individual point values (such as speed) for their needs.

Given these issues, transportation planners and researchers are encouraged to:

- Understand the fleet makeup of the vehicles from which the data are being captured (personal vehicles versus commercial vehicles).
- Understand any perturbation techniques that have been applied to protect privacy and be sure that these techniques do not prohibit the intended use of the data.
- Identify the original technology source for the point data (navigation device, cell phone signal, GPS-based application, etc.) and understand the accuracy implications.
- Understand the privacy protection policies of their organizations to ensure that the purchase of point-based data from private citizens is acceptable.

**Cell Phone Data Products**

Location data generated by cellular phones are being marketed as a valuable tool to transportation planners for understanding the movements of individuals around their environment. These non-GPS data are generated when cellular phones are powered on and are being actively used (such as in use for a phone call, for messaging or web browsing, or when running an application). In general, a position, device ID, and timestamp are created through triangulation from cell towers during these activities. A moving device that is active will generate a trace of positions over time. Relative position can also be generated when a moving cell phone is handed off between towers. By reviewing a cell phone’s complete historical trace, a trace of an individual’s movement can be estimated. An attractive element of this data source is the ability to generate traces for very large segments of the population. While the second-by-second location of a device is not typically captured, analysis of device activity over weeks or months can reveal movement patterns. This capability has the potential to assist transportation planners by capturing zone-to-zone interchanges for those individuals with mobile phones managed by participating providers.

As with the other data products, privacy protection is a major concern for the companies gathering, processing, and selling these cellular phone data. For this reason, individual traces are not currently released. Instead, data are aggregated into zones, such as census block groups or traffic analysis zones, and zone-to-zone trip totals and travel times are estimated. Current products can also break the zone-to-zone trips totals into specific time periods and estimated trip types (e.g., home-based work, home-based school). Most of the processing procedures for the various data aggregations and disaggregations are based on proprietary data mining techniques, and independent validation studies have not been completed. Several research studies have been completed with positive, though cautionary, reviews (Asakura and Hato 2004; Ratti et al. 2006; Gur et al. 2009; Ma et al. 2012). The data that can be purchased have been processed using private and patented algorithms that are not likely to be released. Therefore, users of these data should plan to conduct independent validation steps or approaches.

The following issues should be considered for users of mobile device or cell phone data:

- Understand the market penetration of the user base in the study area (i.e., which phone carriers are represented in the data and the proportion and characteristics of the population covered by them).
• Understand the expected sample size given the number of zones, time periods, and trip purposes desired.
• Identify the end-solution impact of having longer periods of aggregation (weeks or months) as opposed to more traditional, shorter time-period surveys.
• Develop an independent validation framework to identify underrepresented or overrepresented demographic segments. Validation using U.S. Census data, previous HTS datasets, and model outputs may be helpful in identifying potential biases in data.
• Understand the fleet makeup of the data (personal travel or from freight/commercial vehicle movement).
• Understand the cell phone carrier coverage area since entering or departing a coverage area may cause difficulty in capturing the full trip.

Contents of GPS Data Files from Private Firms

Commercial GPS data file formats vary with each company and each product offering. Very few standards exist since most of these products are custom developed for each client and change based on improvements in technology, market demand, and raw data availability. For products that originate from aggregated solutions from real-time traffic data services, the native format and content are likely to use an XML schema that contains the following data elements:

• TMC location reference (usually a location code, not coordinates)
• Timestamp in coordinated universal time (UTC)
• Speed or travel time value
• Congestion index
• Event code

Contents of Aggregate Data Files

Note that aggregate data do not allow a user to build a trace of data points or travel segments for a single user. Aggregated data of this sort do not typically meet the needs of planners and researchers for detailed or individual travel behavior analysis except when used to build baseline conditions for travel demand models, to validate models, or when used to evaluate time-of-day, day-of-week, and seasonal variation.

More detailed aggregate data were used in SHRP 2 Project L04, “Incorporating Reliability Performance Measures in Operations and Planning Modeling Tools,” conducted by Delcan Corporation. Delcan purchased TomTom data trajectories where each record represented a trip segment with a unique ID that corresponded to a road segment from a GIS database. The data set was provided to Delcan under very strict usage agreements to protect the privacy and external release of the data. Similarly, aggregated cell phone data can come in a number of formats and can be customized for each client. In general, though, these data are typically aggregated into counts of zonal trips as:

• Origin zone ID,
• Destination zone ID,
• Time period,
• Trip type, and
• Number of trips.

Contents of Disaggregated Data Files

Disaggregate products, as mentioned previously, are not easily accessible due to privacy concerns. Often, such disaggregate data may be shared or sold between private firms that are using
the data for other data products. The products that fall in this category may come in a variety of standard text file (e.g., fixed width or delimited) or binary database formats (e.g., Dbase, Access). The content of these files, as expected, may vary depending on the original source. These are typically generated from raw data collected by GPS-based devices where the original data have been manipulated or truncated in some manner to protect the privacy of the original source. The basic elements of these data will likely include:

- Device ID,
- Longitude,
- Latitude,
- Timestamp,
- Speed, and
- TMC (possibly).

As mentioned, these files have likely been adjusted so that the device IDs are reset on a regular basis (e.g., 10-min intervals or once a day) or based on spatial aspects (e.g., local roads or off-network points excluded). It should be noted that most companies providing consumer-generated data have many options for end-product data structures. Some companies offer fully processed interactive analytics services covering data for links, corridors, and regions. These products have varying data structure options as well as a variety of online tools for extracting key metrics.

**Costs of GPS Data Sets Obtained from Private Firms**

Private companies that are selling or reselling GPS data products have restrictive data licensing agreements with pricing that is market based. The determination of market value for aggregate consumer-generated travel behavior or traffic data has been hard for private companies to define since they try to compete with decades-long standard survey research and modeling practices and are also forced to use public-sector project funding schemes, which can be inflexible. Furthermore, there are theoretical challenges to new approaches and suspicions about the processing steps used to build these products. These hurdles are being overcome as independent research projects are gradually helping to assess the value and supported uses of consumer-generated products within the field of transportation planning and research.

Data costs from private firms are highly variable but seem to be related to the size of the data request. Companies can adjust pricing of their origin–destination data based on the level of aggregation requested and the population of the region. More aggregate data sets for smaller populations are less expensive than low levels of aggregation for larger populations.

As mentioned previously, products and pricing change frequently. However, users should expect regional data costs to be between $50,000 and $500,000 for aggregate origin–destination data that cover a medium-to-large metropolitan region and are suitable for supporting travel demand model needs. Other products are priced either by the route or for a full region. The following statements regarding pricing of products were provided by consumer data product resellers as part of a 2012 survey conducted in support of this NCHRP project:

- **AirSage origin–destination data product:** “Cost structure varies from project to project and is based on multiple variables, such as population, study area, study length, etc.”
- **INRIX historical analytics suite:** Available as a subscription service.
• **Nokia historic traffic data:** “Licensing fees are determined based on the number of users, licensing term, geographic extent, and data delivery mechanism.”

• **TomTom custom travel times:** Products are priced on a per-route basis.

• **TomTom custom area analysis:** Products are priced based on geographic scope, road class, and number of queries.

• **TrafficCast Dynaflow historical data:** Product is priced based on road miles and data update frequency.

Given that this list of companies is not exhaustive (and is ever changing) and that product offerings and pricing can vary significantly over time, interested users should always contact the companies directly for product descriptions and specific pricing based on the user’s needs.
Assessing GPS Data Quality

While GPS data points can be exact, spatially and temporally speaking, certain environmental conditions can affect data accuracy. These conditions are most common in areas with no direct satellite line of sight. Tunnels will prevent the collection of GPS data altogether. Urban canyons cause distortionary multipath effects brought about by the presence of tall objects that reflect or block GPS signals, causing them to arrive at the antenna with varying levels of delay. Examples are tall buildings, tree canopies, narrow streets, and actual earthen canyons (Quddus, Noland, and Ochieng 2006). This section reviews indicators and techniques for evaluating and cleaning raw GPS data.

Quality Indicators for GPS Data

Discusses methods for evaluating raw GPS data quality

Cleaning Raw GPS Data

Discusses methods for cleaning raw GPS data

Quality Indicators for GPS Point Data

The quality of location or travel data collected using GPS technology has a direct impact on the results and effectiveness of analyses based on these data. Some aspects of data quality can be assessed at the individual point level, while others require that points coming from the same rover (i.e., GPS-instrumented person or vehicle) be examined in context.

Measures of Spatial Accuracy

The quality of GPS point data is usually quantified in terms of the spatial accuracy of the reported coordinates. If available, positional quality indicators such as horizontal dilution of precision and number of satellites should be used. The HDOP value of a computed point indicates how well the satellites used were dispersed in the sky. The further apart and well distributed they are, the lower the number will get; conversely, situations where all satellites used are close together or perfectly lined up will result in large numbers.

With HDOP, the smaller the numbers the better the quality of the reported coordinates. On the other hand, a higher number of satellites used to compute a position usually indicates less error. A minimum of four satellites is needed to compute a three-dimensional coordinate. This
is because the receiver also has to solve for the time error in its internal clock; however, if the receiver only computes a two-dimensional coordinate (holding the last known height constant), it can compute a point solution using only three satellites.

When selecting thresholds for HDOP and number of satellites, one must take into account the type of application and where along the collected paths each point is. For traditional travel survey applications, points that are used to determine the origin and destination should be of better quality than those collected along the traveled path. However, path points are equally important if the goals of the project include the analysis of route choice. A conservative starting point for these thresholds is the values proposed by Stopher, Jiang, and Fitzgerald (2005) of HDOP values lower than three and a minimum number of satellites of five; these values can be used when a high degree of accuracy is desired. However, it is still possible to obtain reasonable quality traces when allowing points with HDOP between zero and five and a minimum of three GPS satellites.

When examined in context, the quality of GPS points can be rated in terms of the amount of noise in the captured path and the presence of unrealistic movement. The presence of points with poor, or varying, positional quality in a trace can be visualized by connecting the points that make up a trip to an activity location with a series of line segments. Once this is done, the error in the individual points can be observed in the form of waviness and roughness in the represented trajectories. Similarly, positional outliers manifest themselves as spikes in the plotted path, where the trajectory quickly deviates from the prevailing path and just as quickly returns. Figure 3 depicts the noise inherent in the GPS data collected during a given trip; for this trip, the level of waviness is quite reasonable, and the likelihood of matching this trace to the underlying transportation system network links is high.

The first type of issue is usually of little concern and does not tend to add much error to the captured trip distance and consequently derived average speed estimate. However, instances of single point outliers in a captured trajectory can add significant error to the accumulated distances and should be removed from consideration. This can be done by comparing GPS receiver point speeds with speeds estimated by dividing the distance between subsequent points and the time interval between them; instances where the distance-derived speeds are much higher than the reported speeds should be investigated. The data cleaning method proposed by Lawson,
Chen, and Gong (2010), and evaluated in Volume I, can be applied to remove these points from the input stream. Table 3 presents a summary of spatial accuracy indicators that are applicable for GPS point data.

### Coverage

Coverage of a GPS point data set can be defined in spatial or temporal terms and is important for verifying that the data covers the expected times and locations needed for the data’s intended use. Determining the coverage of a GPS data set can be done using commercial or open-source GISs. These tools allow users to spatially visualize the points in the data set and relate with other existing spatial data sets. Spatial coverage can then be expressed in terms of the limits of the area that the data set covers, either in the form of a polygon or of a bounding box (i.e., the rectangle formed by the lower left and upper right coordinates of the area). The temporal coverage consists of the time bounds of a data set. The first concept is simple to quantify and can be done by sorting the points by data and time and recoding the date and time of the first and last points in the set. The coverage found this way can then be reported in terms of the data’s start and end timestamps.

These two definitions of coverage can be used at the aggregate level (i.e., operating across point data collected by multiple GPS devices) and at the individual trace level. One may also define coverage in terms of the completeness of the travel patterns captured by individual traces. This can be done by determining the presence of temporal and spatial gaps in the data stream so that trips and tours derived from it will ultimately produce complete tours (i.e., data for a particular day starts and ends at the same place, and traces exist leading to and from all identified activity locations and times). Coverage in these terms can be estimated by dividing the size of the spatial gaps in the stream by the total captured distance; this can be estimated by travel day or across a given GPS device’s points.

### Measurement Error and Biases

The main sources of measurement errors in GPS data are related to less-than-ideal satellite reception during data collection. The main factors that affect reception are antenna position and environmental conditions. Recent advances in antenna technology have made positioning less of an issue, especially with small and wearable GPS devices. This means that the environment is the main source of measurement errors in GPS. Examples of environmental conditions that introduce measurement errors are dense urban canyons, heavy tree foliage, and complete sky blockages such as those caused by tunnels and overhead structures. Urban canyons cause an error condition referred to as multipath, under which satellite signals are reflected off hard structures and arrive at the antenna with varying degrees of delay, and can introduce significant positional

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizontal dilution of precision</td>
<td>Measure of the level of satellite dispersion throughout the sky.</td>
</tr>
<tr>
<td></td>
<td>- Lower values reflect enhanced spatial accuracy.</td>
</tr>
<tr>
<td>Number of satellites</td>
<td>Higher values correspond to enhanced spatial accuracy.</td>
</tr>
<tr>
<td></td>
<td>- Two-dimensional coordinates require at least three satellites in view.</td>
</tr>
<tr>
<td></td>
<td>- Three-dimensional coordinates require at least four satellites in view.</td>
</tr>
<tr>
<td>Noise</td>
<td>Presence of points with poor or varying positional quality.</td>
</tr>
<tr>
<td></td>
<td>- Noise is manifested as roughness or waviness in path of GPS traces.</td>
</tr>
<tr>
<td>Unrealistic movements</td>
<td>Sudden spike away from path followed by a quick return back to path.</td>
</tr>
<tr>
<td></td>
<td>- These can add significant error to accumulated distances and average speed estimates.</td>
</tr>
</tbody>
</table>
estimation errors. In addition, urban canyons also limit the area of the sky visible to the antenna, further restricting the ability of the receiver to generate a good navigational solution.

Figure 4 shows the effects of an urban canyon on collected GPS traces from the testing of multiple receivers in downtown Atlanta in 2008. This test was performed by GeoStats to evaluate the performance of multiple GPS loggers in the context of person-based data collection for HTS and physical activity studies. Individual traces can be identified by point shade and symbol, and they clearly show how much path deviation urban canyon effects can introduce into the point solutions of different devices under the same data collection conditions.

In addition to two-dimensional coordinates, GPS receivers typically output speed and altitude. The first is usually computed internally by the receiver using the Doppler effect on the satellites’ received signals. Due to the way in which the speed is internally computed, it tends to be much more accurate than speed values derived by comparing subsequent points and timestamps (Zito, D’Este, and Taylor 1995). As a general rule of thumb, one should expect the accuracy of speeds and positions to increase with higher reported speed values. This is because higher speeds are usually associated with open spaces, which are ideal for GPS reception. Exceptions to this can occur if a high-speed vehicle is moving in an out-of-sky-view area such as a tunnel or urban canyon.

The accuracy of altitude values reported by GPS receivers, on the other hand, cannot be estimated independently. This is because the GPS system estimates altitude as height above the ellipsoid of reference, which is a smooth mathematical approximation for the surface of the Earth. However, true height can only be determined as the difference in level between the surface of the Earth, referred to as the geoid, and the ellipsoid. This makes the accuracy of GPS-derived altitude dependent on the accuracy of geoid elevation data in the area where the data were collected, and hence, altitude is harder to assess without further research and data gathering. Finally, even though a minimum of four satellites is needed to estimate a three-dimensional coordinate (latitude, longitude, and height), most receivers will still output point solutions when only three
satellites are in view while imputing height (e.g., holding the last known value constant). As a consequence, height values from points where only three satellites were used to estimate the solution should be discarded.

Although data collected using GPS technology are, by nature, direct and free of biases, bias can be introduced in a GPS data set through poor sampling of households and their vehicles or persons. A known issue is that sampling senior households and households with children can be difficult. This finding has led to study designs where older adults and children have their travel patterns collected using traditional HTS techniques (and proxy reporting in the case of children), while other adults and teenagers use GPS devices. Sampling biases also exist in automatically collected trace data from vehicle and cell phone tracking services, so it is important to obtain as much information about them as possible and to use weighting in any subsequent analyses that may be done using these data.

The following guidelines and considerations should be taken into account when using GPS data:

- Local environmental conditions may hinder data collection.
- Urban canyons can also distort GPS absolute and relative positional accuracy.
- Tunnels and hardscape sky blockage will likely prevent GPS point collection.
- Dense tree cover may distort the GPS absolute and relative positional accuracy.
- Speeds computed internally by the GPS device should be trusted more than those based on subsequent points and timestamps.
- Discard height values derived from points with only three satellites in view.

**Cleaning Raw GPS Data**

The first step involved in preparing raw GPS data for analysis is often referred to as data cleaning. The main goals of this step are to convert the data into a format that is convenient for processing and to remove points that do not represent real movement of the receiver or points that are of poor positional quality. A simple approach is to compare consecutive points and test for realism. Speeds that are significantly greater than the local speed limits and accelerations that are incompatible with ground transportation modes are indicators of errant positioning. Additionally, sharp turns at high speeds are unlikely to be accurate representations of a participant’s path and can be deleted. Likewise, points containing trivial information can be singled out and eliminated from a data set. Points on a straight line at constant speed can be removed for investigations into travel routes. Points at intersections and destinations are more relevant to that type of analysis and should be sufficient to extract the necessary information.

The tasks involved in achieving the first goal may vary depending on the original data source being used, but in general terms it will likely involve some of the following steps:

- Convert UTC time to local time using time zone and daylight savings information for the area where each point was collected while preserving original UTC time values.
- Convert speed values to desired analysis units (some units report speed in knots).
- Calculate time interval between points in seconds.
- Compute distance between points in desired distance units.
- Estimate point accelerations using subsequent points’ speeds and time intervals.
- Remove points outside the prescribed data collection date range (i.e., exclude points that may have been captured as the device was in transit to and from the participating household).

The tests performed as part of this research project indicate that simple rule-based methods, which leverage GPS data-quality metrics such as HDOP and number of satellites, as demonstrated...
by Lawson, Chen, and Gong (2010), were the most effective. For cases where HDOP and number of satellites information is not available, the method proposed by Stopher, Jiang, and Fitzgerald (2005) can be used since it achieved good results using only speed, longitude, and latitude. Given how effective HDOP and number of satellites are in helping to filter out poor quality data, they should be collected as part of the logged GPS point stream whenever possible.

In addition to filtering out poor quality points, this step can include the removal of points with low speed (e.g., lower than 1 mph is a commonly adopted threshold), as well as the computation of local time from the UTC timestamps captured by the GPS receiver. This last step is particularly important to latter processing steps such as trip end and trip purpose identification.

Figure 5 displays the results of the data cleaning process. The points on the left represent the full GPS trace that was collected before, during, and after trips made to a given location. The points in the image on the right represent the GPS trace remaining once the cleaning process removed all detected noise.
Processing GPS Data

This section provides guidance regarding the processing of GPS data to extract key travel behavior information important to transportation planners and researchers.

- **Inferring Travel Attributes**: Describes methods for extracting travel attributes from cleaned GPS data.

- **Inferring Tours and Activity-Travel Patterns**: Discusses identifying travel patterns in processed GPS data.

- **Inferring Demographics**: Discusses estimating demographic information from raw GPS data.

- **Map Matching**: Describes map matching and linking raw GPS data to road networks.

GPS data processing involves utilizing cleaned GPS travel data to infer useful travel characteristics of individuals or households. There are many options for analysts to process GPS data, and few have been fully documented or standardized. The guidance provided in this document is organized around the three primary processing steps (detecting trips and inferring travel attributes, inferring tours and activity-travel patterns, and inferring demographics) required to convert a raw GPS data set into a travel behavior data set. The fourth topic covered in this section is how to match raw trace data to road networks to obtain network link and route information. Although not necessary for household travel surveys, map-matching results are quite useful for route choice analyses as well as for calculating network travel time and performance metrics.

The methods described in this section target leveraging or generating information that would be obtained through a traditional household travel or activity-diary survey. While these methods can be used for data collected from other sources, the overall sequences provided and underlying assumptions are for complete household travel data. Furthermore, the guidance within this section is primarily aimed at the more complex task of processing person-based GPS points (as opposed
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to vehicle-based GPS data) since this approach is the most challenging and the most likely format for future GPS data products.

If it were possible to accurately infer all three types of travel behavior information presented in this section (i.e., trips, tours, and demographics), the effect would be to replicate a household travel survey using anonymously collected data and publicly available extant data. If fully and properly implemented, these methods have the potential to supplement or replace the traditional household travel survey, greatly reducing the burden of collecting such data and potentially increasing the sample sizes available.

The research and test results from this project indicate that the potential does exist for GPS data processing methods to one day achieve the goal of generating a full supplemental or replacement travel behavior data set. However, the methods and guidance provided in this document cannot achieve this goal given that the state-of-the-art in this topic area is not quite there, especially for the more challenging tasks such as trip purpose imputation and inferring demographics, and readers should be aware of this. Furthermore, it should be noted that this research is based on travel behavior at the person level (i.e., based on individual GPS traces), not at the household level upon which household travel surveys and travel demand models are based.

For more details on the methods and results of the exact tests performed for this project, readers are encouraged to refer to Volume I, Chapter 3, of this report. In addition, instructions for the scripts and code created for these tests and provided as part of this project are covered in Volume I, Appendix F.

Prerequisites for Successful GPS Processing

The ability to successfully implement each of the three primary processing steps mentioned previously is highly dependent on the type of GPS data collected, with each process imposing increasing requirements on the GPS traces. The inference of individual trip attributes imposes the minimum level of restrictions on GPS data. The procedures discussed here can be applied to any set of GPS traces, or even to non-GPS traces (i.e., cellular traces), provided that the traces represent complete trips or sets of trips and are not based on random polling of devices. The ability to convert inferred trips into tours and daily activity patterns, however, is restricted by the need for the GPS traces to be linked via a unique identifier (which can still be anonymous) or to come from continuous tracking of the same device. This precludes the use of some data sets that do not link trips uniquely. Finally, the ability to associate demographic information with a trip using the methods presented in this document requires a minimum of 1 day (and preferably more than 1 day) of fully linked GPS traces and the ability to identify home locations because these methods rely on matching daily activity pattern characteristics.

Fusing GPS Data with Other Databases

The ability to enrich the GPS data with links to other sources of information and databases greatly enhances the methods discussed in this report. The spatial nature of GPS data provides a natural link to many other information sources that contain a spatial component, such as census data, land use information from planning agencies, TIGER Line files, and many others. These other data sources form the core inputs to the methodologies described in the following sections. Geographic information systems and spatially enabled databases make the process of joining these ancillary data with GPS traces fairly straightforward. In addition to their spatial nature, GPS traces also feature a temporal dimension that can be used to link trace data to time-dependent data sources such as transportation performance data sets (i.e., traffic and transit performance data) and weather.
Inferring Travel Attributes

After the raw GPS traces have been cleaned and put into a standard format, travel behavior details can be extracted using additional steps (or algorithms). Figure 6 presents the overall process that transforms raw GPS point data into the travel attributes that are desirable for transportation planners and researchers interested in travel behavior. It also depicts the processing path used by person-based versus vehicle-based GPS trace data, as well as where the various extant data sources are used to help or improve the inference of specific travel attributes.

Individual trips are the building blocks of travel patterns. Trip end identification algorithms can be used to directly identify individual trips from the GPS stream with a high degree of spatial and temporal accuracy. Once trips are identified, they can be further processed and fused with ancillary data sets to derive location and type, travel mode, and trip purpose. Figure 7 provides an overview of the procedure used to infer travel attributes from single-trip GPS data.

Identifying Trip End Locations and Types

Over the past 15 years, several algorithms have been proposed to identify trips from a stream of GPS points. These algorithms review the trace data and identify locations where stops occurred by looking at points and speed values; the simpler approach is to discard all points not associated with movement and apply a minimum stop duration threshold (Wolf, Guensler,
Applying GPS Data to Understand Travel Behavior

and Bachman 2001). Another approach is to observe point density over time to identify activity clusters (Schüssler and Axhausen 2008).

Regardless of which approach is selected, it is important that the initial set of identified trip ends be reviewed for reasonableness. It is recommended that the same scrutiny that is typically applied to trip data obtained using household travel surveys be applied here. To make this possible, it is important to establish good data modeling and handling techniques, such as using standardized file formats or structured databases. Data visualization techniques can also be used to facilitate the process of reviewing the output of the trip end identification process.

After trip ends are confirmed, they can be classified using the usual travel demand location types: home, work, school, and other. If the GPS data in question were collected as part of an HTS, the usual way of performing this classification is to use the household, work, and school location data that were collected as part of the recruitment interview. The Trip Purpose section discusses how having data on household and personal locations is an important factor in the efficacy of trip purpose identification procedures.

If these location data are not available, then it is still possible to classify the identified stops using arrival and dwell time along with a few simple assumptions. For example, home is likely to be the place where the captured trips start and end in a given travel day, whereas work and school are likely to be places where the dwell time is the longest of all of the day’s activities. The differentiation between work and school can then be done using person-level information such as age, school attendance, and employment.

Identifying Mode Transitions

When processing data collected using person-based devices, it is necessary to identify mode transitions (e.g., walk → bus, bus → walk), which may not be captured as part of the trip end identification process. Several methods have been proposed to perform this task, with the majority of them leveraging the speed and acceleration characteristics of these transition events and the proximity to public transport stops and routes. It is also important that the generated mode sequence be reasonable.

Tsui and Shalaby (2006) presented a method for detecting single-mode stages within trips by finding the points where the mode changed from walk to another mode or vice versa; the authors referred to these as mode transfer points (MTPs). Schüssler and Axhausen (2008) implemented a mode transition detection system based on the one proposed in Tsui and Shalaby (2006), with the original implementation featuring three types of MTP: end-of-walk (EOW), start-of-walk (SOW), and end-of-gap (EOG) points.

The EOG point was used to indicate the end of a period with GPS signal loss. For each transition from a speed below 2.78 m/s to above 2.78 m/s, the algorithm searches backward until the next point with a speed above 2.78 m/s or at least three consecutive GPS points with a maximum acceleration of 0.1 m/s² are found. In this case, the last of the trailing points with small acceleration values were marked as being potential EOW points; otherwise no EOW point was detected. The procedure for the potential SOW points follows the same logic, but in reverse order, while each point after a time difference of at least 80 s is marked as a potential EOG point.

As is true with any automated procedure, it is important to review the generated results for reasonableness based on known locations where mode transitions are likely to occur and probable mode sequences. Cases that fail these reasonableness tests should be reviewed by an analyst. Similarly to trip end reviewing, data visualization techniques can be used to simplify or improve this review process.
Identifying Travel Mode

Once trips are identified, travel modes can be identified. Most methods rely on speed-acceleration-deceleration profiles of various modes and the spatial relationships between the captured traces and the GIS transit and highway networks. Most methods will do an adequate job of classifying a trip as having been taken with a motorized versus nonmotorized travel mode. Travel modes that share the same infrastructure (i.e., urban bus and auto) are typically difficult to differentiate, and their effective identification may depend on the availability of GIS data on transit stops and segregated rights-of-way.

There are two main groups of methods that can be used to derive travel mode: rule-based and modeling or machine learning methods. Methods in the first group typically contain several thresholds, which may need to be calibrated to local conditions and may also rely on the presence of support data such as detailed GIS data on transit and rail facilities. However, they can be implemented without the need to first collect a model estimation or training data set. Based on the tests performed in Experiment A of Volume I, the fuzzy logic method (Tsui and Shalaby 2006, Schüssler and Axhausen 2008) will provide a good balance between error rates and data needs.

The second group depends on the presence of an existing data set that relates trip attributes to used travel modes. Their main advantage is that using data collected in the region where the method will be applied removes the need for calibration that exists in rule-based methods. Based on the tests performed in Experiment A of Volume I, the neural network machine learning method proved to be the best performer in this group of methods; however, it did struggle to differentiate between auto and bus modes. Thus, adding GIS data (i.e., proximity to bus stops at trip origin and destination locations) will likely improve the identification performance. Transit trips are also likely to be preceded by walk trips, although they may not always be captured by the GPS, and this information can also help further differentiate between auto and bus modes.

Finally, given the fact that speed and acceleration are the driving factors in travel mode identification, devices that can compute and report speed should be selected and minimum logging frequencies established. Whenever the technology selected or available permits (some devices may increase their power draw at higher logging frequencies, so tests should be done before a final selection is made), higher point logging frequencies (between 0.2 Hz and 1 Hz) should be selected, with the determination of the final logging frequency to be based on the devices’ storage capacity and the desired logging rules. It is also worth noting that these higher frequencies will require longer download times.

Identifying Trip Purpose

The automatic identification of trip purpose (i.e., activity associated with the trip destination location) remains an issue that is difficult to solve. This is especially true if an attempt is made at classifying activities found in a GPS data stream into detailed trip purpose categories like those typically found in an HTS. If the full set of purpose categories is not needed for subsequent analysis and travel demand modeling, then a simplification of the purposes should be considered. Regardless, it is important to note that at the time this report was written, the methods available and tested were not sufficient for accurately estimating trip purpose for the range of purposes encountered in household travel surveys—including the methods contained in these guidelines.

There are two main groups of trip purpose identification methods. The first group relies on simple deterministic rules (Stopher, Clifford, and Zhang 2007) and is typically only capable of identifying major trip purposes, such as those associated with place types (i.e., home, work, school) and some of the other types based on the availability of frequently used locations for activities like shopping and banking. The second group of methods includes probabilistic and
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artificial intelligence models. These require more advanced analytical knowledge (statistical and mathematical), as well as the availability of a model estimation or calibration data set. If no data are available, then one can use models specified for similar use conditions, but this should be done while acknowledging that there may be challenges in data transferability.

Based on the tests performed for Volume I, it is clear that non-mandatory activities (i.e., shopping, eating out, maintenance, etc.) are hard to correctly identify. Higher-resolution spatial data could help disambiguate the competing choices in these purposes as well as provide more information on participants (e.g., collection of usual places used to perform discretionary and maintenance activities such as eating out, buying groceries, and banking). The tests also revealed that decision trees can be used to quickly generate working models and also to reveal relationships between the input data and selected purposes in the estimation data set. Information obtained in this manner can then be used to develop or refine choice models for trip purpose or to adapt existing heuristics-based methods.

Guidelines for Deriving Trip Purpose from Passive GPS Traces

The following set of suggestions was developed for practitioners who plan to use modeling to identify trip purpose using attributes that can be automatically derived from passively collected trace data and household and person characteristics:

- Research the availability of detailed land use and point of interest data for the study area and consider looking into commercial options.
- Ensure that the recruitment survey captures enough attributes to successfully classify all household members into a life-cycle category. This will reduce the number of assumptions made while preparing the data set for model estimation and deployment.
- Consider simplifying trip purpose classifications (e.g., combine shopping and maintenance purposes, or possibly all discretionary purposes)—this helps in the estimation of models and improves their success rate when applied to identify trip purposes. The goal here would be to define the minimum set of purposes that can be easily explained to survey participants in the calibration subsample and yet still provides enough resolution for travel demand modeling.
- Plan to collect personal locations (e.g., work, school, and volunteer) for each household member as part of the recruitment survey instrument. Build consistency checks into the GPS processing logic to ensure that captured mandatory locations are being matched to GPS destinations. A lack of a match in a typical travel day is unlikely and may be due to a poor geocode. Problems often arise when parking structures are situated away from the main building to which the geocode will typically fall closer to. This is especially important in mandatory purposes (work and school), given that the single most important driving variable for them was found to be a location match with the personal locations.
- Capture frequently visited locations (along with activities conducted at them) as part of the recruitment process. The availability of these data will assist in disambiguating choices between competing non-mandatory purposes—for example, grocery stores, ATMs, and gas stations.

Identifying Other Travel Attributes

Companions and shared travel can be easily identified if compatible trace data are available for most household members. In the recently concluded Cleveland GPS-based HTS, where participants 13 years old and older were instrumented with wearable loggers, companions on shared travel were identified based on a match of departure time from the previous place, arrival time, and end destination. Times were matched using a tolerance of 5 min, while coordinates were matched if they were within 75 m. The derived shared travel information was then put through the same logic
check processes used in traditional diary-based HTSs. The process worked fairly well, with most problems occurring when multiple short-duration activities had occurred (i.e., within the 5-min tolerance used) and caused mismatches between the data of different participants.

**Inferring Tours and Activity-Travel Patterns**

The construction of individual travel tours from GPS traces follows the process of inferring trips and trip attributes. The ability to infer tours requires a unique link between individual trips, as discussed previously. The inference of full daily activity-travel patterns takes the inferred trips and trip characteristics as input and aggregates these individual trips into tours and potentially into activity patterns if activity data were inferred in the previous step. The identification of tours is very straightforward in the absence of any activity or location information being inferred in the previous step. In this case, it is only necessary to identify when the trips return to a previously visited location, which closes the tour. However, this type of analysis does not provide much in the way of useful information, so the remainder of this section will discuss identifying tours in the context of a daily travel pattern. Figure 8 provides an overview of the process used to infer tours and activity-travel patterns.

**Data Requirements for Tour Identification**

Identifying tours within a daily activity-travel pattern requires additional information regarding the input data and the estimated data resulting from the trip inference step. The additional requirements include the identification of the home, work, and school locations for each individual, and the time spent at activities that occur at the trip ends. If the identified locations in the GPS traces can be further classified with an activity type, this leads to more detailed activity-travel pattern information but is not strictly required. If activity types cannot be identified, it is sufficient to leave the locations that are not home, work, or school as a general “other” category. However, the home, work, and school locations are necessary to identify tours and sub-tours in a daily travel pattern context. The start time and duration of each trip should be carried forward here from the trip identification routine. Also, if the data collection encompasses more than 1 day, the date on which the travel occurred should be used to generate the multiday travel patterns.

The required home, work, and school locations should be determined in the trip inference stage. However, if this is not done, they can be inferred from the trip data, provided the data represent a full day, and ideally represent several days. The home location can generally be assumed to occur where the trips start and stop for the day, while the work location (if it exists) can be identified

![Figure 8. Procedure for inferring tours and activity-travel patterns from GPS data.](image)
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somewhat reliably by observing long-duration activities that are away from the home location. The reliability here improves with the duration of data collected since the workplace tends to be a routinely visited location for employed individuals. The school location can be identified in a similar manner, and the reliability here can be improved by utilizing databases of school locations, such as those that can be obtained from state boards of education or the National Center for Education Statistics.

Finally, if the individual travelers can be linked to households (i.e., in a controlled sample such as a household GPS survey were all members are tracked), the household ID can be included. The addition of household-level information makes it much easier to identify certain activity types such as picking up/dropping off and serving dependents. It also allows for joint activity-travel information to be estimated. Outside of providing more detailed activity-travel information, the use of household-linked GPS traces also greatly enhances the ability to derive socio-demographic information from the data. Unfortunately, the household information is not often available from mass data sources, so in these cases the analysis is limited to the person level. The data requirements discussed here are summarized in Table 4.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Data Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Person number</td>
<td>Unique identifier</td>
<td>Required identifier to link trips</td>
</tr>
<tr>
<td>Location ID</td>
<td>Unique identifier</td>
<td>Unique identifier for physical location</td>
</tr>
<tr>
<td>MODE</td>
<td>Integer 1–10</td>
<td>Walk, bike, drive, pass, transit, paratransit, taxi, school bus, carpool</td>
</tr>
<tr>
<td>TRPDUR</td>
<td>Integer</td>
<td>Trip duration</td>
</tr>
<tr>
<td>Location type</td>
<td>String</td>
<td>Required location types: home, work, school, other</td>
</tr>
<tr>
<td>ACTDUR</td>
<td>Integer</td>
<td>Activity duration – time spent at trip end</td>
</tr>
<tr>
<td>Start time/day</td>
<td>Integer</td>
<td>Start time of the activity</td>
</tr>
<tr>
<td>Activity type</td>
<td>Integer</td>
<td>Optional: type of activity</td>
</tr>
<tr>
<td>HH number</td>
<td>Unique identifier</td>
<td>Required if doing household-level analysis, otherwise optional</td>
</tr>
</tbody>
</table>

Tour Identification Process

When the required input data in the form of trips have been obtained, a simple tour identification process can be used to produce the daily activity-travel patterns, from which a variety of travel pattern indicator variables can be calculated for later use in the demographic inference procedure.

The tour identification starts by parsing all trips for an individual and identifying the anchor points, which are generally the home, work, and school locations. These points serve as the starting and ending points for tours, with main tours starting/ending at home and sub-tours starting/ending at work or school by convention. The trips are then formed into consistent tours and sub-tours by observing the anchor points. To accomplish this, the trips for each individual are first sorted by the start time of the trip. Then, each trip is checked to determine if it is a home location anchor point, and if so, a new tour is started and trips are added until another trip is found destined for the home location.

It should be noted that it may be necessary to convert trip-based GPS data into a place sequence, which in most cases can be done by adding a home location observation to the
start of the data. During this process, if a work/school anchor point is found, a potential sub-tour is started, and subsequent acts are added to the potential sub-tour. If the same work/school anchor is found again, then the sub-tour is closed and added to the main tour. However, if no additional work/school anchor is found before reaching home again, the potential sub-tour is removed and the trips are added to the main tour, which is then closed. This process repeats until all trips have been visited. If multiday traces have been collected, then the artificial start-of-day anchor points do not need to be added for subsequent days as long as the previous day terminated at home. Figure 9 presents a visual overview of the tour identification process.

**Figure 9.** Tour identification process.
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Guidelines for Deriving Activity-Travel Pattern Characteristics from GPS Traces

Once each tour has been identified in the trip data, a large number of activity-travel pattern characteristics can be derived using this information. These variables are calculated by parsing the trips that have been associated with each tour. The most important variables to identify are the primary tour purpose and the primary tour mode, which are important for travel demand analysis and also for the demographic inference process. These characteristics are identified by observing the trips associated with each tour. Tours with a work or school activity generally have that activity considered as the primary purpose. For tours with other activity types (if available), the primary purpose can be identified by observing the activity with the greatest duration, by applying activity priority rules, and so forth. Similarly, the primary tour mode can be identified as the mode with the longest travel time, or precedence rules can be used such as transit supersedes auto, which supersedes walk, and so forth. Once the basic characteristics have been identified, a wealth of supplemental variables can be calculated, even for the most basic input case described here. Some examples of variables that can be derived are shown in Table 5.

The tour variables listed can be extended if household linking is included in the GPS traces. Household linking allows the identification of joint travel episodes, whether fully joint or partially joint, and supplementation of the variables described previously with joint travel characteristics. The use of joint information allows the identification of pickup and drop-off activities, which are significant for identifying demographics in the next stage. However, in the general case, such information is not available.

Inferring Demographics

Inferring some amount of individual or household-level demographic information based on the identified tour patterns and trip information can be done after the inference of the tours and travel patterns. This can be done in a number of ways; however, the methodology identified as the most promising involves applying models developed using existing household travel surveys to the observations derived from GPS trace data. These models represent, in effect, an inverse travel demand model, whereby activity-travel pattern characteristics are used to estimate

<table>
<thead>
<tr>
<th>Table 5. Variables that can be estimated/derived from tour data.</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of total tours per day</td>
</tr>
<tr>
<td>number of sub-tours per day</td>
</tr>
<tr>
<td>number of work tours</td>
</tr>
<tr>
<td>number of school tours</td>
</tr>
<tr>
<td>average number of stops per tour</td>
</tr>
<tr>
<td>average number of stops per work tour</td>
</tr>
<tr>
<td>average number of stops per school tour</td>
</tr>
<tr>
<td>average number of stops per other tour</td>
</tr>
<tr>
<td>average travel time per tour</td>
</tr>
<tr>
<td>average travel time per work tour</td>
</tr>
<tr>
<td>average travel time per school tour</td>
</tr>
<tr>
<td>average travel time per other tour</td>
</tr>
<tr>
<td>total time spent at home</td>
</tr>
<tr>
<td>percentage of work tours by auto mode</td>
</tr>
</tbody>
</table>
Demographic Estimation Model Development Process

The recommended process flow for developing demographic inference models is shown in Figure 10. The procedure follows the derivation of the person-level travel and tour characteristics discussed previously. The demographic characterization procedure for the GPS traces involves two stages. First, aggregate-level person-type clusters are developed for later demographic modeling. These clusters serve as the dependent variable for the later stages, so that in the personalization process, the major type of the person is selected first, then, depending on the type of the person, more detailed demographics are modeled. In the second stage, the travel pattern data and local land use data are used to select one of the major person types. The primary person type is then used, along with the travel characteristics and any other land use information, in a set of models to determine other socio-demographic characteristics. It is important to note here that this model procedure is intended as a current guideline for the estimation of demographic characteristics from GPS traces and that any of the models could and should be re-estimated following these general guidelines.

---

**Figure 10.** Demographic model estimation and application procedure.
The first task in the procedure is the development of the primary demographic clusters as shown in Figure 10. In the completion of the demographic cluster estimation, several subtasks are necessary. First, the tour and daily activity pattern variables extracted from the survey data are transformed into a set of primary factors using a principal components analysis, given the high levels of interdependence that existed between many of the variables. These factors are then clustered using the $K$-means clustering algorithm. Finally, the major person demographic types are developed using a partial decision tree classification algorithm (PART), with the travel pattern cluster membership distribution serving as the univariate dependent variable.

The process selects the major person types with the maximum differences in travel cluster membership distribution (i.e., the person types with the most differences in travel patterns). This stage is shown in the box in the upper left of Figure 10. The clusters developed here represent the minimal set of person demographics that best determine activity-travel pattern differences at a high level. These clusters are very unlikely to change when different input data are used since they closely align to traditionally used person types in travel demand analysis. Therefore, it is suggested that these person-type clusters be used when estimating new demographic models, effectively removing this step from the model estimation process.

A description of the most useful demographic clustering model found in the Volume I analysis is shown in Table 6. These clusters serve as the primary dependent variable for the demographic models.

A variety of models have been used to classify individuals in terms of five primary person-level attributes: primary person type, educational attainment, gender, possession of a driver’s license, and age. The individuals observed in the GPS traces are also classified as belonging to a set of household types, which incorporate the household size, number of vehicles, and presence of children dimensions. The final models were selected for performance reasons but also to give a representation of both joint and non-joint modeling methods and regression-type models versus machine learning-based approaches. It should be noted that there is generally very little difference in results obtained from machine learning compared to the discrete choice modeling approaches. The machine learning models are usually easier to estimate and apply, while the discrete choice models generally handle the modeling of joint characteristics and correlated characteristics better. Therefore, it is suggested that the C4.5 decision tree be used when estimating single characteristics and in situations where the sensitivity of the outcome to various variables is not of interest. Discrete choice models should be used when the elasticities are of interest for policy reasons or when estimating characteristics jointly. An overview of the modeling procedures is shown in Table 7.

<table>
<thead>
<tr>
<th>Class</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Part-time workers</td>
</tr>
<tr>
<td>2</td>
<td>Full-time workers</td>
</tr>
<tr>
<td>3</td>
<td>Retirees</td>
</tr>
<tr>
<td>4</td>
<td>Young children</td>
</tr>
<tr>
<td>5</td>
<td>School children</td>
</tr>
<tr>
<td>6</td>
<td>Others</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Values</th>
<th>Model Procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Person/worker status</td>
<td>Part-time worker, full-time worker, retiree, child, schoolchild, other person type</td>
<td>Nested logit</td>
</tr>
<tr>
<td>Educational attainment</td>
<td>No high school, high school, college with above</td>
<td>with above</td>
</tr>
<tr>
<td>Age</td>
<td>0–16, 16–25, 25–45, 45–65, 65+</td>
<td>Ordered Logit</td>
</tr>
<tr>
<td>Gender</td>
<td>Male, female</td>
<td>Binary logit</td>
</tr>
<tr>
<td>Licenses</td>
<td>Yes, no</td>
<td>PART decision list</td>
</tr>
<tr>
<td>HH size</td>
<td>1, 2, 3+</td>
<td>C4.5 decision tree</td>
</tr>
<tr>
<td>Number of vehicles</td>
<td>0, 1, 2+</td>
<td>with above</td>
</tr>
<tr>
<td>Has children</td>
<td>No, yes</td>
<td>with above</td>
</tr>
</tbody>
</table>
**Demographic Characterization Model Usage**

The demographic characterization process outlined here should be used with caution. However, this process appears promising given that the models generally showed substantial improvement over null model expectations, appeared to be transferable to some degree, and were able to generate consistent person-characteristic estimates. These results are significant in light of the minimal data used as input to the personalization process. Thus, as more data from detailed land use databases become available and larger and longer-duration GPS trace collection procedures are developed, the models could be improved substantially. The models listed previously have been estimated using the Chicago Household Travel Survey data and are available in Appendix E of Volume I.

The models described in these guidelines can be used directly to assign demographic characteristics to GPS traces; however, it is suggested that the models be re-estimated following the steps described previously, using local data if available, or using national data (i.e., the national Household Travel Survey) before applying to the anonymous GPS traces. The model can also be updated with locally collected samples if the data available for full model re-estimation are insufficient. The local updating procedure can be handled in several ways. The most straightforward method is to apply the model to a small, local sample where both the travel patterns and demographics are known and then adjust the model constants until the estimated demographics and observed demographics match. The calibrated model could then be applied to local GPS data.

**Limitations of the Demographic Characterization Process**

If this process is to be used, it is important to be aware of several limitations and pitfalls associated with the demographic characterization process. Several key findings, which were observed in the development of the model, can help improve the application of such a procedure and can help to guide the data collection process used to gather the input GPS traces.

- Multiday data collection is very preferable to single day data collection since it helps average out intrapersonal day-to-day variation, which can be greater than interpersonal variation. This variability tends to confound the personalization procedure (e.g., if a worker is surveyed on a nonworking day, the person will be difficult to identify as a worker). This finding aligns with previous research (Pas and Sundar 1995).
- It is also important to have, at a minimum, reasonable estimates of workplace and school locations, either from access to more detailed location databases or from longer-term observation that can identify working patterns.
- If it were possible to ensure that all household members were tracked and linked together, then more accurate estimates of certain person and household characteristics could be made. This would especially help since the joint trip-making travel characteristics tended to be significant in previous versions of the model effort, which did not conform to Experiment A.
- The causality between travel patterns and personal characteristics here runs counter to how the modeling is usually done, and as such appears to be much weaker than in the reverse case [i.e., people travel the way they do because of who they are, but people are generally not who they are because of how they travel (with some exceptions, such as with possession of a license or vehicle ownership)].
- A significant problem is that some person types are virtually indistinguishable based on travel characteristics alone (e.g., the young child travel pattern, naturally, looks much like the caretaker’s pattern). This is especially true for short-term data collection. For example, part-time and full-time workers are rarely distinguishable in the short term (most part-time workers work full shifts for fewer days).
• Finally, the joint modeling of attributes is difficult but provides some benefit to modeling separately, outside of just consistency, which is itself important.

Following the procedures outlined here, and keeping in mind these findings when selecting data sources and developing or applying the models, should allow for a fairly robust estimation of demographic characteristics.

Map Matching

Independent of the previous procedures listed is a frequently desired need to map match GPS data to a digital road network. Successful map matching allows planners and researchers to translate trip characteristics revealed in the GPS trace to uniform road databases frequently used for modeling or other planning purposes. Further, map matching the GPS data builds a connection between trips and other GIS attributes that exist or can be related to roads. Inferring travel routes across a road network from GPS data is a three-step process requiring the previously discussed data cleanup, the acquisition of a digital representation of the road network, and map matching between the GPS data and the road network. The final step is only possible after the first two are complete.

For map matching to work at all, a digital map of the study area must be available so that GPS traces can be matched to specific points on the local transportation network. Road databases suitable for map matching can be acquired from private companies, but many are freely available from open sources or public agencies. While an accurate and timely digital road network will make processing considerably simpler, there are also approaches to handle inaccuracies in maps, which may arise even in professional maps due to error, the use of nonpublic roads, or the passage of time.

The map matching of GPS traces to network links is a well-documented research subject. It is not as simple a process as identifying the nearest line for each point. Figure 11(a) shows an exaggeratedly inaccurate trace indicated with white circles. In this image, the short lines attached to these points are attached to the matched link based on nearest road segment. The resultant ordered set of links is jumbled, listing four different streets for the straight line path. It is also an example of an incomplete digital network. While the inaccurate trace could represent the westernmost north–south street, it aligns better with the passenger rail line half a block to the

![Figure 11. Examples of weak map-matching algorithms.](image-url)
east. Figure 11(b) displays the work of a topological algorithm that takes the junctions of streets into consideration when selecting routes, choosing only from those that share a node with the current line segment. While it results in a logically ordered path, it does not result in the correct one. Again, the simplistic assumption that the nearest line segment is the correct one results in problems near intersections. For this reason, advanced map-matching algorithms account for uncertainty at each point by taking into consideration a series of points rather than individual points. This could range from a few points to all of the points in the trace.

Independently developed, advanced map-matching algorithms typically must consider past and future points for each point they assign to a link. Points may not be permanently assigned to links until a few steps after initial deductions. One such advanced algorithm, which was developed at the University of London, searches for the nearest network node to consider the set of links extending outward from it. Conditional tests are then conducted to finalize the initial choice and locate its progress along the segment (Quddus, Noland, and Ochieng 2006). Another successful example continuously evaluates the $N$-most likely routes based on the set of points. After each point is analyzed, each of the $N$ carried routes is evaluated to develop a score and ranking. As new links are suggested, they are combined with the existing set of likely links to develop a new set of $N$-most likely routes (Marchal, Hacknet, and Axhausen 2005; Schüssler and Axhausen 2008; Pereira, Costa, and Pereira 2009).

The route link data may be used to summate the link-level characteristics of individual routes, resulting in mileage or frequency data for such occurrences as highway driving, toll use, express route use, and neighborhood preference or disfavor. The total of these route traits may be used to train a model of route choice decisions that can estimate a preferred route given an origin, destination, and user. Typical inputs are travel time, travel distance, number of left turns, cost, and highway distance. The resulting travel routes should be more precise and greater in number than those collected by travel diaries.
Privacy Considerations

Overview of Private Information

GPS location data can clearly identify where the data source is throughout the time period that GPS data are collected. Whether collected by individuals or vehicles, intermittent location information or second-by-second GPS trace data can pinpoint home, work, school, and other frequently visited locations. These locations serve to uniquely identify the person from whom the data were collected. Thus, these types of GPS data are considered to be personally identifiable information. Furthermore, data that are collected from consumer devices and resold to transportation planners often originate from, or possibly contain, personally identifiable information. Legitimate efforts to protect private information by data collectors, integrators, and users have met with limited success since investigative efforts can sometimes reveal the underlying identity behind the GPS trace (Elango et al. 2013).

In travel behavior research and transportation planning, detailed travel data regarding individuals are valuable for understanding travel choices and the building of complex transportation models. Providing full protection of privacy while maintaining the full usefulness of the data is difficult, if not impossible, to achieve (Ohm 2010). Private information, as considered here, is any data element that can be used to identify a specific person or household. This would include direct attributes (names, addresses, etc.), detailed time and positional information regarding activities (full GPS traces, geocodes), and information that can be connected to other data sources (employment records, consumer data). Confidential information includes stated or revealed travel choices from an individual or family. The following sections discuss privacy/confidentiality considerations with GPS data collected within surveys of personal mobility or from consumers at large.

Researchers and planners that use private data in some manner are encouraged to review and adopt the policies described in Title 45, Code of Federal Regulations Part 46, Protection of Human [Research] Subjects. This legislation, designed originally for health research, provides specific definitions and data management guidelines for the use and storage of private information.

GPS Data Collected in Surveys

Be their nature, surveys involve multiple levels of consent—for participation and data provision. Households contacted to participate in the two-stage HTS can elect to participate or withdraw at each stage of the survey—before the recruitment survey, after the recruitment survey, or during the travel reporting/retrieval survey.
Due to declining landline telephone usage by households (lines that were previously used to recruit via random digit dialing), travel survey recruitment today is typically initiated using a listing of U.S. Postal Service delivery addresses for a given survey area. Since the names of the persons living at these addresses are not available in these listings (and therefore are not known), initial materials inviting survey participation are addressed to “Resident.” Households located at targeted addresses are invited to participate in the HTS and can elect not to respond to the survey request. Until the time at which the household completes the initial recruitment survey, the names of household members are not known by the survey firm nor are they associated with the sampled address. This is intentional since address-based sampling is intended to sample based on addresses, not names associated with addresses (and often the names that may be associated and available for a given address are incorrect or dated).

Given the mixed survey mode (telephone and web) data collection methods that are now typical in household travel surveys as well as in other surveys, it is unusual for written consent to be requested for participation. Instead, participants are asked during the recruitment process if they are willing to participate in the survey, and survey materials often include a toll-free number that participants can call with any questions. Recruited households are told that participation is voluntary, that they can choose to opt out of the survey at any time, and that their personal information will be kept confidential, as required by law.

GPS data collected in travel surveys are provided to clients and other stakeholders without including any directly identifiable information. Regardless, the raw GPS data can be processed (as discussed in this document) to identify the home, school, and work locations of the households that collected the data. These GPS data are typically uploaded to secure, password-protected FTP sites that are only accessible to data users who have a signed confidentiality agreement with the client. The data are posted to these sites for a limited amount of time to ensure the utmost security.

In rare cases, the agencies sponsoring GPS-enhanced or GPS-based surveys may mask or modify the latitude and longitude coordinates of participant home, work, and school locations to alter the exact location. When this is done, a geographic unit [such as a fixed-grid overlay or a predefined unit such as a census block or traffic analysis zone (TAZ)] is often chosen to be the assigned location of all trip ends originating or ending in that unit. Other agencies have chosen not to provide any location information (addresses or coordinates) in public-access data sets to ensure privacy protection for participants.

As mentioned previously, some state and regional agencies are electing to provide GPS travel survey data to the TSDC, which is operated by the National Renewable Energy Laboratory (NREL), for researchers to access and analyze. This secure data center was created to meet the FHWA’s desire to have a permanent central repository of GPS data sets collected in a range of transportation studies or surveys and to provide access to these data sets to researchers and practitioners in a highly secure manner that maintains the privacy of individual surveyed households. More information about this center can be found at http://www.nrel.gov/tsdc.

**GPS Data Collected (or Crowd-Sourced) from Consumers**

Private data vendors rely on raw data sources that come from fixed sensors, commercial fleet vehicles, and private consumers. Data from commercial fleets are subject to data licensing agreements that focus on reselling the data and are not generally concerned with the privacy protection of the commercial vehicle drivers. GPS data from private consumers are
gathered through in-vehicle or mobile consumer devices. These hardware and software products come with licensing agreements that indicate that certain information may be shared with others. For example, Google offers the following statements as part of its end-user license agreement:

When you use a location-enabled Google service, we may collect and process information about your actual location, like GPS signals sent by a mobile device. We may also use various technologies to determine location, such as sensor data from your device that may, for example, provide information on nearby Wi-Fi access points and cell towers.

We may share aggregated, non-personally identifiable information publicly and with our partners—like publishers, advertisers or connected sites. For example, we may share information publicly to show trends about the general use of our services.

The broad licensing agreements that are accepted by users allow devices and applications freedom to use GPS trace data, other location data, and social network information, with the stated intent of providing the user with better services. This data mining approach can provide companies with very detailed profiles of individuals that can be used for marketing purposes (Gralla, Sacco, and Faas 2011). Additionally, and of concern for this report, the packaging and reselling of this data to researchers and planners is possible. While license agreements may protect a company using private information, individuals and organizations funded through public sources should consider carefully their responsibilities when using such data.

The concern over privacy is an ongoing issue with consumer-generated data products, and this topic could be heavily influenced by future legislation. In some cases, there may be specific legal restrictions on the use of private consumer data by public officials. In 2012, the State of California passed the Location Privacy Act that required law enforcement organizations to secure a search warrant before accessing personal travel data. There are many who believe that the same sort of restriction should be placed on other public uses of private data. The Geolocation Privacy and Surveillance Act is a bipartisan bill that has been under consideration by the U.S. Congress since 2011. If passed and implemented, it would dictate clear guidelines for the use of GPS data collected from private consumers. The act as written is also clear that specific consent is needed and that public agency restrictions are limited to only investigative or law enforcement purposes.

As described in previous sections, there are several techniques used by private companies to protect privacy. These data aggregations and perturbations generally accomplish the desired level of protection. As the market value for more detailed information (individual trip traces) increases, private companies may respond with more relaxed protections.
References


Applying GPS Data to Understand Travel Behavior


Stopher, P., E. Clifford, and J. Zhang. 2007. "Deducing Mode and Purpose from GPS Data." Presented at the 11th National Transportation Applications Planning Conference, Daytona Beach, FL: Transportation Research Board of the National Academies.


Abbreviations and acronyms used without definitions in TRB publications:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A4A</td>
<td>Airlines for America</td>
</tr>
<tr>
<td>AAAE</td>
<td>American Association of Airport Executives</td>
</tr>
<tr>
<td>AASHO</td>
<td>American Association of State Highway Officials</td>
</tr>
<tr>
<td>AASHTO</td>
<td>American Association of State Highway and Transportation Officials</td>
</tr>
<tr>
<td>ACI–NA</td>
<td>Airports Council International–North America</td>
</tr>
<tr>
<td>ACRP</td>
<td>Airport Cooperative Research Program</td>
</tr>
<tr>
<td>ADA</td>
<td>Americans with Disabilities Act</td>
</tr>
<tr>
<td>APTA</td>
<td>American Public Transportation Association</td>
</tr>
<tr>
<td>ASCE</td>
<td>American Society of Civil Engineers</td>
</tr>
<tr>
<td>ASME</td>
<td>American Society of Mechanical Engineers</td>
</tr>
<tr>
<td>ASTM</td>
<td>American Society for Testing and Materials</td>
</tr>
<tr>
<td>ATA</td>
<td>American Trucking Associations</td>
</tr>
<tr>
<td>CTAA</td>
<td>Community Transportation Association of America</td>
</tr>
<tr>
<td>CTBSSP</td>
<td>Commercial Truck and Bus Safety Synthesis Program</td>
</tr>
<tr>
<td>DHS</td>
<td>Department of Homeland Security</td>
</tr>
<tr>
<td>DOE</td>
<td>Department of Energy</td>
</tr>
<tr>
<td>EPA</td>
<td>Environmental Protection Agency</td>
</tr>
<tr>
<td>FAA</td>
<td>Federal Aviation Administration</td>
</tr>
<tr>
<td>FHWA</td>
<td>Federal Highway Administration</td>
</tr>
<tr>
<td>FMCSA</td>
<td>Federal Motor Carrier Safety Administration</td>
</tr>
<tr>
<td>FRA</td>
<td>Federal Railroad Administration</td>
</tr>
<tr>
<td>FTA</td>
<td>Federal Transit Administration</td>
</tr>
<tr>
<td>HMCRP</td>
<td>Hazardous Materials Cooperative Research Program</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronics Engineers</td>
</tr>
<tr>
<td>ISTEA</td>
<td>Intermodal Surface Transportation Efficiency Act of 1991</td>
</tr>
<tr>
<td>ITE</td>
<td>Institute of Transportation Engineers</td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Administration</td>
</tr>
<tr>
<td>NASAO</td>
<td>National Association of State Aviation Officials</td>
</tr>
<tr>
<td>NCFRP</td>
<td>National Cooperative Freight Research Program</td>
</tr>
<tr>
<td>NCHRPR</td>
<td>National Cooperative Highway Research Program</td>
</tr>
<tr>
<td>NHTSA</td>
<td>National Highway Traffic Safety Administration</td>
</tr>
<tr>
<td>NTSB</td>
<td>National Transportation Safety Board</td>
</tr>
<tr>
<td>PHMSA</td>
<td>Pipeline and Hazardous Materials Safety Administration</td>
</tr>
<tr>
<td>RITA</td>
<td>Research and Innovative Technology Administration</td>
</tr>
<tr>
<td>SAE</td>
<td>Society of Automotive Engineers</td>
</tr>
<tr>
<td>SAFETEA-LU</td>
<td>Safe, Accountable, Flexible, Efficient Transportation Equity Act: A Legacy for Users (2005)</td>
</tr>
<tr>
<td>TCRP</td>
<td>Transit Cooperative Research Program</td>
</tr>
<tr>
<td>TRB</td>
<td>Transportation Research Board</td>
</tr>
<tr>
<td>TSA</td>
<td>Transportation Security Administration</td>
</tr>
<tr>
<td>U.S.DOT</td>
<td>United States Department of Transportation</td>
</tr>
</tbody>
</table>